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Abstract: A new asymmetric loss function which is suitable for estimation of location as well as scale and other parameters
has been introduced. To check the superiority of the proposed loss function over some existing and exploited loss functions
such as squared error loss function (SELF), general entropy loss function (GELF), LINEX loss function and Logarithmic-SELF
(LSELF), we have calculated the Bayes estimators of the parameter of exponential distribution under SELF, GELF, LINEX
loss function, Logarithmic- SELF (LSELF) and the proposed exponential squared error loss function (ESELF) for complete
sample from the exponential distribution. A data set has been considered to show its application to the real problems. The
simulation study is carried out to compare the performance of Bayes estimators in terms of their posterior risks.
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ORIGINAL ARTICLE

1. Introduction
An important element in Bayesian method of

estimation is the specification of suitable loss function.
Initially, the loss functions were motivated from
mathematical case and their robustness to the problems
under consideration. From the above point of view,
Legendre (1805), have introduced SELF as

2ˆ ˆ( , ) ( ) ,SL       which is suitable for estimation of
location parameter , because justified measure of error

for location parameter   is  ˆ . If correct decision
is achieved, loss incurred is zero. It also equally
penalized over estimation and under estimation of the
same magnitudes. But in the real situations it is rarely
obtained. To overcome this difficulty Klebnov (1972)
developed LINEX loss function and latter used by Varian

(1975), and is defined as ˆc( )
L
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1ˆc( )     , where 0c is the loss parameter..

If 0c , then over estimation is more serious than the

under estimation of the same magnitude and vice-versa.
On the other hand, if ̂  be the estimate of the scale
parameter  , then the suitable measure of error for

scale parameter   is ̂


 and accordingly various authors

have defined a number of loss functions, which are
suitable for the estimation of scale parameter   such
as modified LINEX loss function, entropy loss function,
General entropy loss function and many more.

Here, we are proposing a loss function called
exponential squared error loss function (ESELF) after
motivated by Kumar et al. (2019), which is suitable for
any kind of parameter and has the following form
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The plot of the loss function ),ˆ( ESL against

   ee ˆ is shown in Fig. 1 for   = 1.5

The Bayes risk associated with the above proposed


